SEBASTIAN BASCHKA

GETTING STARTED WITH
DATA SCIENCE

MICHIGAN STATE Speaker Series

v‘» DATA SCIENCE  september 27, 2016



DATA SCIENCE?

oy 8°  pata Scientist (n.):
. &D&’(’&if;- Person who Ls better at
c’xaﬂ";‘—e”(’ Xﬂ G&“{of statistics than any
S*go 137€P ?\'\\J o1ech software engineer and
-© better at software
engineering than any
statisticlan.

— Josh Wills (Cloudera)
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How did the term "Data Science" come about?

' Jeff Hammerbacher, Professor at Hammer Lab, founder at Cloudera, invastor
© at Techammer

Written Fab 25 - Upvotad by Wiiam Chen, Data Scientist at Quora, Mahesh Srinlvasan, Data

ciantist at Facabook, and Mare Bodnick

I told this story at my presentation at Interface 2013 [1]. After a team offsite in February

POPULARIZED 2008, 1decided that we needed to combine the *Data Analyst” and "Research Scientist”
THE TERM job titles in our team into a single job title. I proposed "Data Applications Scientist”
initially; after some discussion with the team, we settled on "Data Scientist” in early

~ 2 008 March 2008.

Later in 2008 | wrote a book chapter [2] for "Beautiful Data", a book I helped put
together and edit for O'Reilly.

Finally, I put together a course for Berkeley called "Introduction to Data Science” and
taught it in 2011 and 2012,

[1] Designing the Data Science Curriculum

[2] Information Platforms and the Rise of the Data Scientist

[https://www.quora.com/How-did-the-term-Data-Science-come-about/answer/Jeff-Hammerbacher]



“Rachel’s data
science profile,
which she created
to illustrate trying
to visualize oneself
as a data
scientist;”

From: Cathy O'Neil
& Rachel Schutt.
“Doing Data
Science

Data Scientist Profile

Data Machine  Mathematics  Statistics Computer  Communication  Domain
Viz Learning Stence Expertise




From: Cathy O'Neil & Rachel Schutt.
“Doing Data Science

No one person can be the perfect data scientist, 50 we need teams,

~

dita Machie  Mathematks  Statits (ompater  (ommusicatica  Dosain

Vie Learning Expestise



Machine
learning?




What is Machine Learning”
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What can Machine Learning do for us”
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Photo by Michael Shick, CC BY-SA 4.0




3 Types of Learning

Supervised Unsupervised

Reinforcement



Working with Labeled Data
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Working with Unlabeled Data
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GETTING STA
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M READING (/ CLASSES)!

M DOING!

M COMMUNICATING!



New Concept/
Technique/
Algorithm Apply/

Implement/ Write/
Share/

Get Feedback
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Curiosity/
Interesting
datasets Exploration/

Insights Write/
Share/

Get Feedback
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EPICYCLES OF ANALYSIS

From The Art of Data Science by
Roger D. Peng and Elizabeth Matsui
https://leanpub.com/artofdatascience



A few years
pack ...
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Why so sad?
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SCREENLAMP: A SOFTWARE FRAMEWORK FOR HYPOTHESIS-DRIVEN

l-fﬁ LIGAND DISCOVERY BASED ON VIRTUAL SCREENING AND MACHINE LEARNING | p €
: ' LL.:

Sebastian Raschka, Sanosh Gunturu, Anne M. Scott, Mar Huertas, Waimng L, and Leelie A. Kuhn
Michigan Stats Universily. East Lansing, Ml 48824, U.SA
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Some Interesting
Project Ideas ...



WINE-O.Al:
Computer Vision Assisted Wine Recommendations
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WSUALZING THE RESDLTS (A NIKD PRODLEN BY 1TSE&F) w

N S I N N N D 0 e, llsy €=

Fizz Buzz in Tensorflow i ,

interviewer: Before you get too far astray, the problem you're supposed to be solving is to
generate fizz buzz for the numbers from 1 to 100.

me: Oh, great point, the predict_op function will output a number from 0 to 3, but we want
a "fizz buzz” output:

def fizz_buzz(i, prediction):
return [ste(d), "fizz", “buzz', "fizzbuzz"|][prediction]

interviewer: How far are you intending to take this?

me: Oh, just two layers deep -- one hidden layer and one output layer. Let's use randomly-
initialized weights for our neurons:

http://joelgrus.com/2016/05/23/fizz-buzz-in-tensorflow/



Pomegranate: fast and tlexible probabilistic
models in Python

example: gossip girl

—

Naive Bayes

. Markov Chains

http://pomegranate.readthedocs.io/en/latest/



WY
PROJECTS?



What are the
TOOLS?






“R Is a programming
language developed by
statisticians for statisticians;
Python was developed by a
computer scientist, and it
can be used by
programmers to apply
statistical techniques.”



IPLyl:

IPython

The image
cannot be
displayed.
Your
computer
may not
have
enough
memory to

enough memory to open the
image, or the image may have
been corrupted. Restart your
computer, and then open the file
again. If the red x still appears,
you may have to delete the
image and then insert it again.

The image cannot be displayed
I Your computer may not have

The image cannot be displayed. Your computer may not have enough memory to open the image, or the

image may have been corrupted. Restart your computer, and then open the file again. If the red x still
appears, you may have to delete the image and then insert it again.

WSQLite



GitHub




From: Scott Chacon. “Pro Git.”

Computer A




From: Scott Chacon. “Pro Git.”
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from https://guides.github.com/introduction/flow/index.html



o This reposory Pull requests lssues Gist a +- 9 -

. sclkit-learn / scikit-learn OWatch~ 1,376 uUnstar 13588 YFork 7,799
¢> Code ' Issues 784 1 Pull requests 485 I'l Projects 2 Wiki v Puise I, Graphs

scikit-learn: machine learning in Python hitp://scikit-learn.org

{0 21,316 commits 418 branches " 60 rzleases AL 681 contributors #e BSD-3-Clause

Branch: master « New pull reguest Createnew file  Upload fles  Find flle (:lnhé o dnml'oad 1



KEEPING UP TO DATE

&
EXCHANGING IDEAS/I TIPS



MY SUBREDDITS - DASHBOARD - FRONT - ALL - RANDOM - FRIENDS - ECIT | MACHINEZLEARNING - PYTHON - DATASCIENCE - DATASETS
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links from: all tima «

reddit MACHINELEARNING hot new rising controversial top gilded wiki promoted

Finding a new job doesn't have to be a full-time job. Let your next
= software engineering job apply to you. Join Hired today.

- prormoted by hiredine
! 36 comments share save hide report promoted post what's thi

memssan AMA: We are the Google Brain team. We'd love to answer your
queStiOHS about maChine 'eaming. (ealf Machinelearning)

submitted 1 month ago * {loaz edited 1 manth ago) by jeffatgoogbe {Google Brain ™

B25 comments share save hide report [I=c]

Google Brain will be doing an AMA in /r/MachinelLearning on August 11

(seif. Machinetearing
o submitted | month sgo by olaf _nij

66 comments share save hide report [I=c]

Google has started a new video series teaching machine learning and I can
actually understand it. (,ouruse.com)

submitted 5 monhs age by lamkeyur
150 commants share save hide report [l4c)

-

Google Tensorflow released (.o iow 0]



Hacker Nean
New Cratt of "Reinforcement Leaming: An introduction, Seoond Edton®

" bookdni201Eaue ol
TRT K L 1028 Starod with Droohax

dStardan : Aradiey P Allen
iE ) hy at Ao o ool says: don't be a hero - reuss other poapie™
. wThiectaes when coing DL

]




O This repositary Pull requests  Issues Gist Communities
- rushter [ data-science-blogs
<> Code 1 Pull requests o 'l Projects o + Puise Graphs

A curated list of data science blogs

https://github.com/rushter/data-science-blogs

Machine Learning

Acadernia, Industty and anyone wha has an inteten!

i ML and Data

MEMBER

Q
https://news.ycombinator.com



RESOURCES
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Coding the Matrix

Linear Algehra through
Compiter Scienee Applications
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Python Machine Learning
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But the most important thing ig to keep on learning. Not just for a few monthe, but for years.
Every Saturday, you will have a choice between gtaying at home and

reading research papera/implementing algorithme, vg. watehing TV. If

you spend all Saturday working, there probably won't be any short-term reward, and your
current bogg won't even know or gay *nice work." Aleo, after that Saturday of hard work,

you're not actually that much better at machine learning. But here's the gecret: [f you
do this not just for one weekend, but instead study congistently for a

year, then you will become very good.
There's a lot of demand today for ML people; once you get a job in ML, your learning will only
accelerate further.

Andrew Ng, Chief Scientist at Baidu;
Chairman/Co-Founder of Coursera; Stanford faculty

https://www.quora.com/How-should-you-start-a-
career-in-Machine-Learning/answer/Andrew-Ng



https://github.com/rasbt

http://sebastianraschka.com

mail@sebastianraschka.com

@rasbt




